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Topic Modeling

Organize the documents into a set of coherent topics 
Find relationships between these topics 
Understand how different documents talk about the same topic 
Track the evolution of topics over time
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Topic Modeling

A method of (unsupervised) discovery of latent or hidden structure in a corpus 

✦ Applied primarily to text corpora 
✦ Provides a modeling toolbox 
✦ Has prompted the exploration of a variety of new inference methods to 

accommodate large-scale datasets 
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Latent Dirichlet Allocation

Generative Process 
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Blei, David M., Andrew Y. Ng, and Michael I. Jordan. "Latent dirichlet allocation." Journal of machine Learning research 3, no. Jan (2003): 993-1022.



Latent Dirichlet Allocation
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The generative story begins with only a Dirichlet prior over the topics 
Each topic is defined as a Multinomial distribution over the vocabulary, parameterized by ϕk

Example Credit to Matthew R. Gormley 
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A topic is visualized as its high probability words.  
A pedagogical label is used to identify the topic.

Example Credit to Matthew R. Gormley 
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Example Credit to Matthew R. Gormley 
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Example Credit to Matthew R. Gormley 
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Example Credit to Matthew R. Gormley 
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Distribution over words (topics)

Distribution over topics (docs)
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Interpreting Topics Models

What is the meaning of each topic? 
How to set the number of topics? 
How to evaluate the resulting topics? 
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Evaluating Topic Modeling

Manual Inspection / Human judgement  
Top ranked words 

Intrinsic Evaluation 
Coherence score  
Intruder test 

Extrinsic Evaluation 
Downstream application
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Coherence Score

Whether the words in a topic is coherent in terms of semantic similarity 

UCI coherence measure    

UMass coherence measure  

∑
i<j

log
p(wi, wj)

p(wi)p(wj)

∑
i<j

log
1 + D(wi, wj)

D(wi)

Mimno, David, Hanna Wallach, Edmund Talley, Miriam Leenders, and Andrew McCallum. "Optimizing semantic coherence in topic models." In Proceedings of 
the 2011 conference on empirical methods in natural language processing, pp. 262-272. 2011. 
Newman, David, Jey Han Lau, Karl Grieser, and Timothy Baldwin. "Automatic evaluation of topic coherence." In Human language technologies: The 2010 
annual conference of the North American chapter of the association for computational linguistics, pp. 100-108. 2010.

21



Word Intrusion Task

Given a few randomly ordered words, find the word which is out of place or 
does not belong with the others, i.e., the intruder 

Dog, cat, horse, apple, pig, cow 

Car, teacher, platypus, agile, blue, Zaire 

Chang, Jonathan, Sean Gerrish, Chong Wang, Jordan Boyd-Graber, and David Blei. "Reading tea leaves: How humans interpret topic models." Advances 
in neural information processing systems 22 (2009).
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Topic Intrusion

Tests whether a topic model’s decomposition of documents into a mixture of 
topics agrees with human judgements of the document’s content 

Given a title and a snippet from a document, judge which topic out of the four 
given topics does not belong with the document
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Two Intrusion Tasks to Evaluate Topics
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Toolkits & Interactive topic model visualization

• Gensim 
• https://github.com/bmabey/pyLDAvis 
• Jupiter Notebook demo 

Řehůřek, Radim, and Petr Sojka. "Software framework for topic modelling with large corpora." (2010).
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https://github.com/bmabey/pyLDAvis
https://nbviewer.org/github/bmabey/hacker_news_topic_modelling/blob/master/HN%20Topic%20Model%20Talk.ipynb
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What if the input text is “noisy”?

Removing non-latin characters 
Filtering out stop words 

e.g., “the”, “is” and “and” 

Converting words to lower case? 
Filtering out words with a frequency less than  
Performing stemming  
…

k
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What if the input text is short?

Dirichlet Multinomial Mixture model for short text clustering (GSDMM) 

The Movie Group Process 

Yin, Jianhua, and Jianyong Wang. "A dirichlet multinomial mixture model-based approach for short text clustering." In Proceedings of the 20th 
ACM SIGKDD international conference on Knowledge discovery and data mining, pp. 233-242. 2014
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What if the input text is short?

Dirichlet Multinomial Mixture model for short text clustering (GSDMM) 

 

 

p(d) =
K

∑
k=1

p(d |z = k)p(z = k)

p(d |z = k) = Πw∈d p(w |z = k)
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What if the input text is short?

https://github.com/rwalk/gsdmm-rustPerformance of the models on the TweetSet.
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What if there are user priors?

“To improve topic-word distributions, we 
set up a model in which each topic 
prefers to generate words that are 
related to the words in a seed set” 

“To improve document-topic 
distributions, we encourage the model to 
select topics based on the existence of 
input seed words in that document”

Jagarlamudi, Jagadeesh, Hal Daumé III, and Raghavendra Udupa. "Incorporating lexical priors into topic models." In Proceedings of the 13th 
Conference of the European Chapter of the Association for Computational Linguistics, pp. 204-213. 2012.

31



What if there are user priors? (seededLDA)

SeededLDA allows one to specify seed words that can influence the 
discovered topics

Ramesh, Arti, Dan Goldwasser, Bert Huang, Hal Daumé III, and Lise Getoor. "Understanding MOOC discussion forums using seeded LDA." In Proceedings of the ninth workshop on innovative use of NLP for building educational applications, pp. 28-33. 2014.32



What if there are user priors? (seededLDA)
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What if there are some topics are related?  

“ 
Topic proportions  can be correlated, and the prevalence of 
these topics can be influenced by some set of covariates  
through a standard regression model with covariates 

θ
𝖷

34

Roberts, Margaret E., Brandon M. Stewart, Dustin Tingley, and Edoardo M. Airoldi. "The structural topic model and applied social science." In Advances in 
neural information processing systems workshop on topic models: computation, application, and evaluation, vol. 4, no. 1, pp. 1-20. 2013.



The Structural Topic Model

• Topics can be correlated  
• Each document has its own prior distribution 

over topics, defined by covariate X rather than 
sharing a global mean 

• Word use within a topic can vary by covariate U 

Provide a way of “structuring” the prior 
distributions in the topic model
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The STM for Open-ended Questions in Survey Experiments

Party ID, Treatment, and the Predicted Proportion in Fear Topic (1 of 3)



How News Wires Describe China’s Rise, 1997-2006

Taiwanese Presidential Election Topic (1 of 80) with news-source specific content (2 of 5)
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BERTopic in 3 steps

1. Each document is converted to its embedding representation using a 
pretrained language model  

2. The dimensionality of these embeddings is reduced to optimize clustering 

3. Topic representations are extracted using a class-based variation of TF-IDF

39

Grootendorst, Maarten. "BERTopic: Neural topic modeling with a class-based TF-IDF procedure." arXiv preprint arXiv:2203.05794 (2022).



Topic Representation

Classic TF-IDF  

Custom Class TF-IDF: models the importance of words in clusters  

Wt,d = tft,d ⋅ log(
N
dft

)

Wt,c = tft,c ⋅ log(1 +
N
tft

)

40

The average number of 
words per class A divided by the freq 

of term t across all classes



Topic Representation and Dynamic Topic Model

Classic TF-IDF  

Custom Class TF-IDF: models the importance of words in clusters  

 

Local representation of each topic:  

Wt,d = tft,d ⋅ log(
N
dft

)

Wt,c = tft,c ⋅ log(1 +
N
tft

)

Wt,c,i = tft,c,i ⋅ log(1 +
N
tft

)
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Create the local representation of each 
topic by multiplying the term frequency of 

documents at timestamp t with the pre-
calculated global IDF values



BERTopic in 3 steps
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   Topic diversity: the percentage of unique words for all topics 
Topic coherence: normalized pointwise mutual information

Grootendorst, Maarten. "BERTopic: Neural topic modeling with a class-based TF-IDF procedure." arXiv preprint arXiv:2203.05794 (2022).



BertTopic
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https://huggingface.co/blog/bertopic



TopicGPT: A Prompt-based Topic Modeling Framework
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Pham, Chau Minh, Alexander Hoyle, Simeng Sun, and Mohit Iyyer. "TopicGPT: A prompt-based topic modeling framework." arXiv preprint arXiv:2311.01449 (2023).



TopicGPT: A Prompt-based Topic Modeling Framework

1) Topic Generation:  
Given a corpus and some manually-curated example topics, TopicGPT 
identifies additional topics in each corpus document. 

2) Topic Assignment:  
Given the generated topics, TopicGPT assigns the most relevant topic to each 
document and provides a quote that supports this assignment.

45

Pham, Chau Minh, Alexander Hoyle, Simeng Sun, and Mohit Iyyer. "TopicGPT: A prompt-based topic modeling framework." arXiv preprint arXiv:2311.01449 (2023).



More Metrics for Topic Alignment 
Given a set of ground-truth classes and a set of predicted assignment clusters

Purity: harmonic mean of purity and inverse purity to match each ground-truth category with the 
cluster that has the highest combined precision and recall. 

Adjusted Rand Index: pairwise agreement between two sets of clusters 

Normalized Mutual Information: the amount of shared information between two sets of clusters.  
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Pham, Chau Minh, Alexander Hoyle, Simeng Sun, and Mohit Iyyer. "TopicGPT: A prompt-based topic modeling framework." arXiv preprint arXiv:2311.01449 (2023).



Topical alignment between ground-truth labels and predicted assignments 

TopicGPT achieves the best performance across all settings and metrics compared to LDA, BERTopic, and SeededLDA
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Pham, Chau Minh, Alexander Hoyle, Simeng Sun, and Mohit Iyyer. "TopicGPT: A prompt-based topic modeling framework." arXiv preprint arXiv:2311.01449 (2023).



Example topic assignments from TopicGPT and LDA
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Pham, Chau Minh, Alexander Hoyle, Simeng Sun, and Mohit Iyyer. "TopicGPT: A prompt-based topic modeling framework." arXiv preprint arXiv:2311.01449 (2023).



Concept Induction via LLooM (https://stanfordhci.github.io/lloom)
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Lam, Michelle S., Janice Teoh, James Landay, Jeffrey Heer, and Michael S. Bernstein. "Concept Induction: Analyzing Unstructured Text with High-Level Concepts Using LLooM." arXiv preprint arXiv:2404.12259 (2024).

https://stanfordhci.github.io/lloom
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